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1. Summary

Aim of the study
The primary and general objective of the ULISSE Umbrella Protocol for oncological patients is to facilitate the development and validation of multi-factorial prediction models for different treatment outcomes. The long term aim is to build a Decision Support System (DSS) based on validated prediction models in order to be able to personalize treatments in terms of both treatment efficacy and toxicity control. The DSS has also the objective to identify patients to be included in future randomized clinical studies stratifying the different risk classes depending on the outcomes each times identified.

Hypothesis
Our general hypothesis is that we will improve the performance of the prediction models for survival and toxicity if we develop multifactorial models. The basic models will be based on patient related variables (e.g. age, sex), clinical presentations of the disease (e.g. staging, markers, imaging data), treatment data (e.g. chemotherapy, radiotherapy, surgery information, palliative care) and imaging data (diagnostic, treatment or follow-up images). The improved multifactorial models will include additional clinical and treatment imaging and/or genetic information even though no biological data will be actively collected in this project.

Study Design
This is a retrospective and prospective cohort study.

Inclusion criteria
All patients arriving at the participating Centers for oncological treatment, will be eligible for the inclusion in the ULISSE study. For the retrospective part of the study, patient data have already been stored in a local electronic database at each center. The data will be anonymized at the local treatment site and only be shared for research purposes. The patients enrolled into the prospective part of the study will be informed at the first visit about the standardized data collection by the treating physicians. Patient’s written informed consent will be collected and archived.

Objectives
Development and validation of multi-factorial prediction models for different treatment outcomes. Based on the validated prediction models, the long term objective is to build a DSS that will be finally presented to the end-user in a variety of ways such as nomograms [1] or via interactive websites to easily calculate outcome predictions.

2. General introduction

2.1 ULISSE framework
- The development and validation of multi-factorial prediction models requires the availability of a large amount of data patient considered significant for present and futures studies.
- Each variable has to be included into a terminological system. Adding more variables in the future is possible, but starting early with the most important variables is fundamental.
- Collected data has to be reusable both in time (e.g. in the future) and in the space(across different institutions or research groups); this is possible only if everything about the data is correctly specified (e.g. denomination, measurement units, measurement modality)
• Reusability of legacy data is possible, on condition that suitable semantic remapping functions from old to new data are provided.
• Appropriate mathematical and statistical methods are needed in order to learn from a large collection of data (Large Database) and will help to suggest new modeling hypotheses to be tested.
• The Patients privacy protection has to be protected. This can be accomplished in two ways:
  o by anonymizing data before they leave the collecting institutions walls, making sure that no inverse remapping is available ("cloud" solution)
  or
  o by exploiting the so called "Distributed Learning" solution, in which no data ever leaves the collecting institution, but a regressive or classifying predictive model can be acquired exactly as if all data had been collected in the same place.

2.2 Individualized treatment and prediction of outcome

Over the past decade, remarkable advances in cancer care with the adoption of the newest diagnostic and treatment technologies has created new challenges [2]. Progress in computer technology with new diagnostic methods and treatment modality developments is responsible for advances in radiation oncology with radiotherapy planning and evolution of delivery facilities evolution. However, although the progress in computer technology has had an important influence in radiotherapy planning and delivery facility evolution allowing for remarkable precision in treatment delivery and better outcome, the dose escalation process can increase the severity and duration of side-effects [3]. While some patients may fail to complete their treatment, others will need medication or hospitalization and sometimes these side-effects will lead to late toxicity, which will negatively influence quality of life and well-being.

Long considered to be a physical intervention, radiation therapy is now more accurately conceptualized as a biological intervention with effects at the cellular and molecular level, modulated through cellular signaling pathways and the immunological axis [4,5]. Accordingly, combinations of radiation therapy with targeted biological agents have been proven to show increasing efficacy and hold promise for future advances [6,7]. Therefore, new, less toxic anti-cancer therapies are being developed. They include new approaches targeting cancer-specific pathways in the cell and intending to improve the treatment outcome in terms of survival as well as toxicity [8,9].

The use and role of medical imaging technologies in clinical oncology has also greatly expanded during the last decade from a primarily diagnostic, qualitative, tool to acquiring a central role in the context of individualized medicine with a quantitative value. Several studies have been developed to analyze and quantify different imaging features (e.g. descriptors of intensity distribution, spatial relationships between the various intensity levels, texture heterogeneity patterns, descriptors of shape etc.) and the relationships of the tumour with the surrounding tissues to identify a possible their relationship with treatment outcomes or gene expressions [10,11]. Therefore, as these new strategies and therapies are being tested, it becomes more and more apparent that certain subgroups of patients may benefit from a specific treatment, while others don’t or may even have a worse outcome [12]. The same is observed for the toxicity of the treatment. Some patients suffer from severe side-effects while others are relatively unaffected [13]. This means that there is a complex interplay of different factors
which has not yet been unraveled yet. These differences between individual patients are not only observed in case of treatment with medication or chemotherapy, but they also occur both during radiotherapy treatment - implying that the decision to escalate the radiation dose should be individualized - and surgery, modulating the extension of the surgical intervention.

Many publications have shown that the dose distribution can easily fitted to complex anatomical shapes enabling dose distribution optimization; however no one has actually shown consistent outcomes in terms of tumor control or organ at risk owing to both the small series of patients and the lack of homogeneity in the data collection used in such clinical trials. Hence, the necessity to create large databases, realized by crossing and combining multiple data already recorded in specific storage archives, to provide sufficient statistical power to act as acceptable decision supporting tools.

The amount of available information to explain these observations is expanding enormously owing to new diagnostic tools such as genomic and proteomic profiling (e.g. based on the patient’s blood or saliva), and anatomical and functional imaging techniques (e.g. CT, MRI, PET).

This knowledge will enable the prediction of the outcome for a certain patient in combination with a specific treatment with more accuracy. It will lead to better identification of risk groups, which results in stage migration trying to find new treatment options or other combinations of treatment options for these subgroups. It can be expected that treatment will be more personalized, which will not only save patients from unnecessary toxicity and inconvenience, but will also facilitate the choice of the most appropriate treatment. Currently, this choice is based on general guidelines that only take into account a low number of variables. These guidelines are developed for groups of patients and therefore can lead to over-treatment in some patients and inadequate therapy in others, resulting in major expense for individuals and society.

However, prediction of outcome in order to choose the optimal treatment is complicated in view of the very complex, dynamic nature of cancer and organs at risk. In a systematic review it was concluded that physicians’ predictions of survival of terminally ill cancer patients tended to be incorrect in the optimistic direction [14]. This is in agreement with a study, investigating the accuracy of radiation oncologists in predicting survival [15]. Studies, investigating the performance of physicians in predicting side-effects of radiotherapy treatment, are currently lacking. However, the ability of humans, and thus physicians, to assess the risks and benefits associated with a specific combination of patient, tumor and treatment characteristics, that will ultimately include many thousands of parameters, is limited. Therefore, treatment can only become more personalized if accurate, scientifically based decision aids are developed, that can offer assistance in clinical decision-making in daily practice.

2.3 Population-based research

To date, the standard efforts in the medical field and inherently also in oncology are to consider the outcomes of randomized clinical trials (RCTs) as having the key role in the definition of clinical guidelines, protocols, and research. However, patients participating in RCTs only represent a selective subgroup of the general population, resulting in an inherent limiting factor when interpreting results, as the characteristics of a population seen in routine clinical practice is very different compared to the population included in RTCs [16]. Furthermore, some patient groups are under-represented in RCTs, including the elderly, those with comorbidities [17,18], and patients from under-represented ethnic and socioeconomic backgrounds [19-21]. Thus, small benefits observed in highly selected trial patients are likely to disappear when the same treatments are applied in routine practice. Beside RCTs, population-based observational studies are progressively emerging as a complementary form of research, especially to ensure that the results of clinical trials
translate into tangible benefits in the general population [22]. Observational studies are essential to identify whether practice has changed appropriately, to document the harms of therapy in a wider population, in patients of different age and with different comorbidities, and to determine whether patients in routine clinical practice are reaching the expected outcomes [23-25] with the expected toxicity.

Models for any outcome could benefit from extra information. Therefore, using the data from many patients will facilitate model building also for toxicity [26]. As physicians try to avoid severe side-effects as much as possible the number of events is generally low, making it barely possible to develop accurate models for these side-effects.

At the moment, models are usually based on a restricted number of variables, often limited to one type of information. Some models use genetic information only, others are solely based on clinical factors. Different types of variables could offer complementary information and thus improve the performance of models [27,28]. Furthermore, the usage of a distributed learning approach allows a model to learn from all these data without the need for data to leave the individual hospital, achieving a high quality research level.

2.4 Rationale for implementation of Standardized Data Collection (SDC) in cancer

SDC will improve the quality of the data by defining which variables should be collected preferentially and how these variables should be measured. Variables will be collected and organized into an Ontology, according three different tiers: Registry level, Procedures level and Research level [29]. The prospective collection of patient, tumor and treatment characteristics will facilitate the development of prediction models for survival as well as toxicity outcomes among participating Centers. In addition, data on survival and toxicity can be used to compare the results of new and emerging radiation delivery techniques, targeted therapies or chemotherapy regimens after they have been clinically introduced to the results obtained with the standard treatment.

3. Objectives of ULISSE

3.1 General objective

The primary and general objective of ULISSE Umbrella Protocol for oncological patients is to facilitate the development and validation of multi-factorial prediction models for different treatment outcomes. The long term aim is to build a Decision Support System (DSS) based on validated prediction models in order to be able to personalize treatments in terms of both treatment efficacy and toxicity control. A DSS also has the objective of identifying patients to be included in future randomized clinical studies through the stratification of the risk’s classes depending on the outcomes each times identified.

3.2 Specific objectives

- To develop, validate, and improve prediction models for overall survival, local control, disease-free survival, and metastasis-free survival;
- To develop, validate, and improve prediction models for acute and late radiation-induced side effects relevant for cancer patients;
- To use the prediction models to better inform patients about the risks (acute and late toxicity) and benefits (overall survival) of the treatment;
- To use the outcome of the prediction models to individualize the treatment;
- To use the outcome of the prediction models for the development and investigation of the potential benefit of new and emerging radiation delivery techniques or other treatment options;
• To compare the outcome of new treatment options that are clinically introduced with the current standard in terms of radiation-induced toxicity, patient-rated symptoms and quality of life and overall survival.
• To develop, validate, and improve prediction models about QoL in the involved population

3.3 Inclusion criteria
All patients arriving at the participating Centers for cancer treatment, will be eligible for the inclusion in the SDC.

4. SDC data
4.1 SDC features
Minimal requirements of each Center to participate in the SDC exercise are:
• To provide an Electronic Medical System (EMS) for cancer to record patient’s information.
• To be able to ‘translate’ local data into the ontology based archives
• To be able to anonymize local data
• To use technology able to developed advanced multicenter researches
• To provide patient written informed consent according with local National legislation.

4.2 SDC general
The SDC includes two different steps:
A. Retrospective analysis of baseline characteristics, treatment-related factors (including dose distribution parameters, acute and late radiation-induced toxicity, local control, disease-free survival, overall survival).
B. Prospective assessment of baseline characteristics, treatment-related factors, (including dose distribution parameters, acute and late radiation-induced toxicity, local control, disease-free survival, overall survival and health-related quality of life).

In the following paragraphs, the assessments will be described in more detail.
It has to be highlighted that the investigator will be responsible for inclusion of patients and day-to-day management of the patient treatment according to local policies and the patient’s need and will monitor the progress of the SDC in an ethical and scientific manner. A web based Electronic CRF will be used. In each participating centre a data manager will be responsible for the data collection. Patients will be included in the SDC by the treating physician.

4.2.1 Baseline characteristics (Registry Tier)
The baseline patient and tumor characteristics that are considered relevant are outlined and organized into the Registry level, the first and most general level that includes the minimal information (age, gender, ethnicity etc), used for epidemiological analysis only.

4.2.2 Treatment-related characteristics (Procedure Tier)
The baseline treatment and radiotherapy characteristics that are considered relevant are also defined. These variables are organized into the Procedures level that includes treatment information with related toxicities and the evaluation of outcome in terms of achievement of patient goal’ as well as DFS and acute and late toxicities. Additional information on radiotherapy will be extracted in an automated way from the record and verified system. More detailed information regarding dosimetric parameters can be
calculated using the 3D dose matrix and the imaging information. This information will be retrieved from the PACS (Picture archiving and communication system) system, also in an automated way. This will not be any burden to data managers, treating physicians or patients.

4.2.2.1 Acute and late toxicity characteristics
Acute and late toxicity will be scored according to the RTOG scale (for the retrospective analysis) and to the CTCAE v3.0 or CTCAE v4.0 (for the prospective analysis).

4.2.2.2 Patient-rated quality of life
Quality of life will be measured using the EuroQol-5D-5L, EORTC QLQ-C30 and EORTC QLQ specific for each cancer type. EuroQol-5D-5L is a small, standardized generic quality-of-life questionnaire consisting of two parts. The first part is a 5-dimensional questionnaire (5 questions), the EQ-5D. The five dimensions are mobility, self-care, usual activities, pain/discomfort, and anxiety/depression [30]. With regard to each of those dimensions, the patient is asked to indicate if he or she experiences no problems, some problems, or major problems. The resulting profile of answers (one of 243 possibilities) can be transformed to a value given by the general population: the EQ-5D index [31]. The second part of the EuroQol questionnaire is a visual analogue scale, the EQVAS, which represents the patient's judgment of his own health state. The advantage of the EuroQol-questionnaire is its ability to provide utility scores expressing the health state of patients, which can be used to calculate Quality Adjusted Life Years (QALYs). QALYs combine the number of life years gained and the quality of life during these years in one single measure.

All scales and single-items measures in both questionnaires are linearly transformed to give a score from 0 to 100 according to the algorithm recommended by the developers. A high score for a functional scale represents a high level of functioning, a high score for the global health status represents a high QoL, and a high score for a symptom scale represents a high level of symptomatology or problems. These evaluations could be effected by paper questionnaires or mobile applications technology.

4.2.3. Imaging (Research Tier)
Diagnostic, treatment and follow-up imaging information will be retrieved from the PACS system in an automated way and organized in the third and most detailed level, the research level, to be used for advanced research projects. The use and role of medical imaging technologies in clinical oncology has moved from a primarily diagnostic, qualitative, tool to occupying a central role in the context of individualized medicine with a quantitative value. Several studies, such as radiomics [10,11], have been developed to analyze and quantify different imaging features (e.g. descriptors of intensity distribution, spatial relationships between the various intensity levels, texture heterogeneity patterns, descriptors of shape etc.) and the relationships of the tumour with the surrounding tissues to identify a possible their relationship with treatment outcomes or gene expressions.

4.2.3.1 Biological data characteristics
No biological data will be collected in this project. Analysis of biological data will be realized only using information properly collected in previous Ethical Committee approved clinical trials where a valid informed consent has been signed by the patient.

5. ULISSE strategies to implement prediction models for cancer
The availability of multiple clinical data, together with improved imaging modalities, leads to unprecedented amounts of medical and biological data, which can only be dealt with using
computational methods, not only for storing data, but also for integrating, analyzing, displaying and eventually understanding it. Beside traditional statistical tools (e.g. linear models, generalized linear models, survival models), machine learning is a method of data analysis that automates analytical model building. Using algorithms that iteratively learn from the data, machine learning allows computers to find hidden insights without being explicitly programmed where to look. This approach is offered by a number of different techniques for these purposes, mainly Bayesian networks [32,33], Support Vector Machines [34] or Cox regression [1]. These techniques can overcome problems encountered with conventional statistical methods especially if data is highly correlated, many variables are available but a limited number of patients (high-dimensional data), or many different models have to be tested for their predictive value. In the field of radiotherapy and especially for the prediction of treatment responses, machine learning is an upcoming modality. Successes over traditional statistics have already been published [35] and the first promising results for building predictive models concerning survival of cancer can already be found in the literature [34]

5.1 Main ULISSE strategies
To accomplish the challenge of collecting a large amount of data, two different strategies will be used dependent on the research’s purpose and Centers’ agreement. A centralized data record consolidation approach requires a conversion of the data archives according to a global data dictionary and then, the anonymous reproduction of the clinical data into a cloud-based large database. Distributed learning is a very flexible approach that allows the system to learn from the data without the need for data to leave the individual hospital. In the following paragraphs, these two approaches will be described in more detail.

5.2 Centralized consolidation of data records approach (BOA CLOUD)
Università Cattolica del Sacro Cuore (UCSC) in Rome developed a software called “BOA” (Beyond Ontology Awareness), which is part of an EMR system the company itself has developed for Radiation Oncology wards (Annex 1). The IT architecture of BOA (System for Patient Individual Data Entry and Recording Beyond Ontology Awareness) converts legacy pathology archives of a Center according to a global data dictionary and replicates anonymously just the clinical data into a cloud-based large database (fig.1). The Global Data Dictionary is designed to be compatible with the standard CDISC Operational Data Model to exchange data in a common format.

The cloud-based large database is the only asset that is shared among the participating centers; this sharing is only temporary, research-bound and lasting through the life span of a particular study. The system guarantees that nothing, except anonymous and non-referable clinical data – with no link to the original local archives – will become part the large database.

Furthermore, to investigate a predictive model by using information from one or more institutes, the data will be run through statistical algorithms, in a process which exchanges only aggregated data but no individual records between the participating institutes nor gives external access to individual records or to multiple records regarding the same physical individual of a participating centre. The Supervisor Center can directly query the shared large database only, complying with the requests of research investigators and giving back results accordingly to the policies of the participating centers. At the end of the study life span, the cloud database is deleted.

Each center can make local queries on its own pathology database, much like the way the Research Supervisor can run queries on the cloud large database and compute outcomes for each participating center to use. The Research Proxy is designed to give back only anonymous data when a minimum threshold of cases is reached. Furthermore, it never provides the patient’s anonymized ID. Data subsets produced by the Research Proxy will be
used to build and validate investigation models, incorporating in them the open source R statistical software.

In a second stage, the system will evolve towards a Distributed Learning approach: the Supervisor’s Learning Analyzer Proxy will send algorithms directly to Local Research Proxies, taking back from them only the results of each iteration step, with no need to work with shared data in the Cloud anymore.

Presently, due to reasons strictly related to the algorithms, some of the most common predictive models used in statistics and machine learning cannot be run under a Distributed learning framework, thus making the cloud-based shared large database the only feasible solution for research.

![BOA CLOUD Diagram](image)

**Fig. 1 BOA CLOUD**

### 5.3 Distributed learning approach

The aim of distributed learning is to learn a model from the data without the need for data to leave the individual hospital. A distributed machine learning algorithm is split up into two parts (fig.2):

1. One master application which is installed on a central server (called proxy) and coordinates the learning between the hospitals.
2. The second part is a local learning application which is installed at each hospital. It has access to the local data and performs learning tasks but does not share patient data with the outside world.

The local application learns a model from local data. This local model is sent to the proxy where it is compared with the models from the other hospitals. A consensus model is generated and sent back to the hospitals for refinement. After preset convergence criteria are met, a final consensus model is created. This method works for a variety of models as described in literature [36].

The information exchanged between proxy and local nodes is limited to aggregated values (e.g. parameter weights, general statistics, coefficients) and contains no patient data. All traffic between proxy and local nodes is managed, monitored and audited by the infrastructure. An entire learning run is an iterative process that usually requires many cycles (~500) until the master application determines that the learning process has been completed.

In Distributed Learning mode, Local Research Proxies do not move data around: they only apply iterative algorithms that the Supervisor will use to build a consensus and estimate the model’s parameters.

![Distributed learning process](image)

**Fig.2** Distributed learning process.

### 5.4 Semantic Web technology

The transition from a list of variables identified as relevant for cancer to an ontology, requires an increase of both the complexity and the formalism of the language with the usage of more complex constructs to represent relationships between variables thus enriching their knowledge contents. Semantic Web technology is the model used to represent data distribution. For the Semantic Web technology, data is represented by triplets (subject, predicate, object) using the Resource Description Framework (RDF)
language [37]. The interaction between elements of multiple triplets is defined inside an ontology through a different language (RDFS or OWL) allowing informatics system to automatically generate inferences from any exploitable data source. Software agents can easily parse and make inferences on large data repositories applying formal-ontologies on explicitly declared facts to infer the entire set of facts logically inferable. Semantic Web technology is integrated in our Institution with all the storage data in order to be able to exploit the data source and automatically generate inferences from them. The power of the semantic web is the extremely simple, however flexible RDF representation (one table with three columns), as well as the federated nature of the web where both data and knowledge can reside at multiple locations on the internet and can be queried using SPARQL, the query language of the Semantic Web [38].

6. ULISSE Statistical analysis

6.1 Data analysis features

Prediction models will be built using two large families of data analysis tool:

1. Inferential regression analysis tools, mainly based on the relationship between outcomes (binary, continuous or multinomial) and covariates, or elements in the dataset, that establish a data-to-outcome one-way link, investigated using traditional statistical tools such as linear models, generalized linear models, survival models etc;

2. Machine learning analysis tools, used to create a recursive relationship between outcomes and generating data, with a complex automation background, that can resolve complex relationships between elements in the dataset and final results, too complex, in some situations, to be investigated by using the tools of the family 1.

Each model, however defined, must undergo to a strict evaluation process mainly based on internal and external validation [39] in order to become a reliable tool to be used in clinical contexts.

The methodological process to learn, i.e. to go from data to useful decision support as follows; experts determine which features should be included in the learning process; in the pre-processing step data quality is improved by imputation for missing data and outliers and bias detection and correction. Then the data is split into a training and a validation cohort. The training cohort is used in a feature selection and classification algorithm to train a model.

The machine learning approaches can vary but are typically Bayesian networks [32,33], Support Vector Machines [34] or Cox regression [1]. The final model can be presented to the end-user in a variety of ways such as nomograms [1] or via interactive websites.

The performance of the models will be assessed in terms of discrimination as well as calibration. External validation cohorts will be used for this purpose. Discrimination will be assessed using the c-statistic or Area Under the Curve (AUC) of the Receiver Operating Characteristic (ROC). The c-statistic is comparable to the AUC for dichotomous outcomes, but can also be used for Cox regression analysis. A graphical assessment of calibration will be performed by plotting the expected versus the observed outcome. In addition, the Hosmer-Lemeshow test will be used. The clinical value of the models will be assessed using decision curve analysis [40,41]. This will make it possible to compare the clinical value of different models over a number of decision thresholds (or cut-off points for probability of outcome). Using this method, there is no necessity to choose an a priori cut-off point (for a clinical decision).
6.2 Missing data

The system will take advantage of a missing data tool\(^1\) with the basic requirement to detect, report and impute missing data. For the detection a solution based on shape expressions [42] will be further developed. In this approach a data shape can be intuitively defined including taking full advantage of ontologies (e.g. if a patient shall has a T-stage specified, all T stages (1, 1a, 1b, 2 etc.) will be accepted automatically). This data shape can be converted into a SPARQL query that can query a local RDF store for all patients that fit the data shape. It can also query for the inverse (i.e. all patients that do not fit a data shape) and which data elements (e.g. T-stage is missing) are the problem. The results of these data queries are the basis of the detection and reporting of missing data. The imputation of missing data is a research field in itself. A literature review will be performed to implement all common imputation methods (e.g. the investigators have used median, mean and Bayesian imputation in prior work) available and configurable in the context of a specific research question. This will allow a learning algorithm to call the tool with a data shape and imputation configuration (method and parameters). The imputed data elements will be stored in a separate graph in the local RDF store including their provenance so that the imputed elements can be separated from the asserted data elements. Interfacing between the tool and the calling learning application will be defined during the project based on user requirements.

6.3 Control of data consistency

The Data Manager will perform computerized and manual consistency checks by ad hoc retrieval services. A ‘Continuous Data Quality Assurance’ process will be able to identify inconsistencies inside the data collection in three different ways:

- Identifying impossible data (e.g. patient’s weight=500Kg)
- Identifying conflicting combinations (e.g. stage I and presence of metastasis)
- Through the usage of Bayesian network analysis with data shaping

Queries will be issued in case of inconsistencies. Consistent forms will be validated by the Data Manager. Inconsistent data will be kept "on hold" until resolution of the inconsistencies.

7. ULISSE objectives’ representation

DSS will be presented to the end-user in a variety of ways. Graphical calculating devices such as nomograms [1,43] are one of the most common forms of predictive device, besides the even more appealing interactive website. Furthermore, in this era of technological progress, the possibility to create specific applications for devices of new generation is also very interesting (e.g. cell-phones, tablet etc).

8. Ethical considerations

Accrualment will be conducted according to the principles of the Declaration of Helsinki (version of 2004) and in accordance with the Medical Research Involving Human Subjects Act (WMO) and consequent guidelines, regulations and Acts. The local Ethics Committees (EC) of the participating centres shall approve the protocol before patient accrual phase starts, according to legislation of each country.

---

\(^1\) Note that when a ‘tool’ is mentioned, no assumption is made on how that tool will be deployed. E.g. as a service, or stand-alone application or embedded inside a learning algorithm, etc…
Patient accrual will be conducted by each Center, selecting those who meet the inclusion criteria. The physician will explain the aim of the study to the patients and questionnaires they have to complete. Written informed consent for anonymized treatment data collection and approval of related research will be collected from each patient according to local practice and following the rules listed in the present document (See annex 2). Patients will be given at least three days before actual data collection begins, to decide whether to agree or not.

Each Center involved in the research is the only party responsible for data collection and it guarantees that all related procedures are carried out according to the present document and that each patient has signed a suitable informed consent. Participating Centers can share the data within the large-database only after approval of this protocol by the respective EC. Each Center indemnifies, the Catholic University of Rome, the data manager and the individuals who will analyze the data and holds them harmless from any and all claims and exempts them from all responsibilities regarding the collection of informed consent.

Obtaining an informed consent is mandatory for accrual of prospective patient. For the analysis of patients accrued retrospectively before prospective patient accrual starts, such informed consent is not required (See appendix 1).

9. ULISSE Management

9.1 Privacy protection of patients

In case of a distributed learning approach data does not need to leave the institute in the process of distributed machine learning. This is possible as the central “master” sends possible prediction models rather than fetching the data from remote nodes. Only statistical indexes totally unrelated to specific patients are exchanged between nodes and their master [36,44,45].

In a centralized data record consolidation approach, the patient’s privacy will be protected at the architectural level because all data transfer will happen through a fully encrypted pipeline, and data records will be anonymized before leaving the local center’s walls. The mapping between data records and individuals will also be protected via software procedures and will never leave the originating center, thus rendering virtually useless any attempt at tampering with data transmission and even accessing the actual data records. This already high degree of protection will be raised even further, where appropriate, by the adoption of secure communication channels (e.g.: virtual private networks over secured connections) and, should the necessity arise in order to comply with local regulations or specific policies at the centers’ level, decentralized data processing and/or data obfuscation will be added as a further layer of security.

9.2 Data Privacy Strategy

The risk of privacy infringement for participating institutes will not be increased by the project. All data, originating from local repositories at the institute’s site, will be routed to a local repository in a totally anonymous form, because all names and links to traceable information will be removed before entering the repository, while unique identifiers that could point directly or indirectly to individual patients will be remapped to a different code. As a consequence, the local endpoint, which is queried by other research group member’s from outside the institute during normal activity, will not expose any method to reconcile clinical information to the relevant patient. From this point of view, our data will have a higher degree of protection than the same data stored in the institute’s databases.

It must also be noted that in investigating a predictive model by using information from one or more institutes, the data will be run through statistical algorithms, in a process which
exchanges only aggregated data but no individual records between the participating institutes nor gives external access to individual records or to multiple records regarding the same physical individual of a participating centre. The inherent statistical nature of this activity adds yet another level of protection to the system. Model validation activities will happen locally, and will result in statistical indices totally unrelated to specific patients. When endpoints are added locally, in order to enable data mining activities in a Semantic Web approach, all data will be anonymized and, when information is collected horizontally across different institutes, further levels of isolation will be achieved through data sectioning (e.g.: stripping away the geographical localization of the patient and contributing institute) as considered necessary. Ethical committees ask for patients’ privacy to be secured not only from an architectural point of view, i.e. through cyphered data exchange, but also as the information content itself: data have to be completely anonymized in order to allow them to safely leave the Hospital and feed multicentre research archives. It is not enough, though, to exclude registry-level information such as first and last name, addresses, telephone numbers and the like; it is an agreed upon requirement that no backwards path can be followed to reconstruct the clinical records from which anonymized data came from. Data sharing among different Centres is thus fostered by a system that extracts and harmonizes legacy data while making them available under these strict anonymity constraints.

9.3 Patient Privacy Data Mining (PPDM)

In both "Cloud" and "Distributed" pathways, patient Privacy is enforced at the architectural level:
- in a Distributed Learning approach, data never leave the hospital walls
- in a centralized consolidation of data records, any reference to personal information is physically detached from each individual data record before it leaves the hospital walls. Each record is assigned a new, randomly generated ID whose only purpose is to join records belonging to the same patient once the data records are collected at the master application level. The remapping function is deleted before the dataset leaves the originating hospital, hence the relation is broken and no backward mapping (i.e.: from data to physical patient) is possible.

It should also be noted that the system, already at the local node level, does not allow the execution of a selection query which only recovers a small number of records (under a predefined, hard-coded security threshold), because a malicious combined query approach could be exploited in order to pinpoint a specific patient through the partial knowledge of a subset of features that uniquely identify him/her.

10. Publication policy

All information resulting from this study is considered to be confidential. Study coordinators and a statistician will complete a data check before data can be analysed. Any publication, abstract or presentation comprising results from the study must be submitted for examination and approval to the study coordinators. Publication policy is in accordance with CCMO regulations. The first, the second and the last author of the publication will be chosen in accordance with the principal investigators. Other authors will be the investigators of the main recruiting centres listed in order of decreasing number of included patients. The responsible statistician of the trial will be always included in the author list.
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APPENDIX 1

According to the legislation in place, the informed consent can be omitted for:
- Ethical reasons attributable to the fact that the person ignores his condition.
- Organizational reasons: the number of patients who can not be contacted to inform them, compared to the total number of persons who will be involved in research, produce significant consequences for the study in terms of alteration of their results.
Given the large number of patients (large database) the calling of patients for informed consent would require an organizational effort exaggerated.
Many of the patients could be deceased and a call to verify the possibility to sign an informed consent could determine, in the case of deceased patient, a psychological results in family (ethical reasons).
The signing of a generic informed consent is not accordance with laws but, in a large database, the type of analysis can be identified and changed over time. For this reason every time that a research proposal will be done, the patients should sign a new informed consent (organizational reasons).
It is not possible to sign a specific informed consent to the patient because the data are taken from a anonymized database, therefore also the system is not even aware of which patients will be part of the analysis (organizational reasons).
The informing of the patient about the need to use its data to know if his treatment has results inferior or superior to another treatment may create psychological issue in the patient since the treatment was already done (ethical reasons).